Feature ranking of type 1 diabetes susceptibility genes improves prediction of type 1 diabetes
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Abstract
Aims/hypothesis More than 40 regions of the human genome confer susceptibility for type 1 diabetes and could be used to establish population screening strategies. The aim of our study was to identify weighted sets of SNP combinations for type 1 diabetes prediction.

Methods We applied multivariable logistic regression and Bayesian feature selection to the Type 1 Diabetes Genetics Consortium (T1DGC) dataset with genotyping of HLA plus 40 SNPs within other type 1 diabetes-associated gene regions in 4,574 cases and 1,207 controls. We tested the weighted models in an independent validation set (765 cases, 423 controls), and assessed their performance in 1,772 prospectively followed children.

Results The inclusion of 40 non-HLA gene SNPs significantly improved the prediction of type 1 diabetes over that provided by HLA alone (p=3.1×10^{-25}), with a receiver operating characteristic AUC of 0.87 in the T1DGC set, and 0.84 in the validation set. Feature selection identified HLA plus nine SNPs from the PTPN22, INS, IL2RA, ERBB3, ORMDL3, BACH2, IL27, GLIS3 and RNLS genes that could achieve similar prediction accuracy as the total SNP set. Application of this ten SNP model to prospectively followed children was able to improve risk stratification over that achieved by HLA genotype alone.

Conclusions We provided a weighted risk model with selected SNPs that could be considered for recruitment of infants into studies of early type 1 diabetes natural history or appropriately safe prevention.
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Abbreviations
IDI Integrated discrimination index
RBF Radial basis function
rjMCMC Reversible-jump Markov Chain Monte Carlo
ROC Receiver operating characteristic
SNP Single-nucleotide polymorphism
SVM Support vector machines
T1DGC Type 1 Diabetes Genetics Consortium
Introduction

The incidence of type 1 diabetes is increasing, particularly in children [1]. Much of the aetiology of type 1 diabetes is accounted for by genetic predisposition [2, 3] and, in particular, by genes within the HLA class II region. HLA class II genotypes are used to select neonates for recruitment into natural history studies and primary prevention trials [3] and, together with islet autoantibody status, are used for recruiting children into secondary prevention trials [3]. However, screening is limited by low specificity of the genetic screen when applied to the general population or low sensitivity when screening is confined to children with a family history of type 1 diabetes.

Besides the HLA class II gene region, more than 40 regions of the human genome confer susceptibility to type 1 diabetes [4, 5]. The additional contribution of any single non-HLA region to risk stratification is small [5], but simple combination of multiple genes has been shown to aid the stratification of type 1 diabetes risk [6]. We reasoned that improvement in prediction might be achieved with an expanded susceptibility gene set and by weighting gene contributions. A previous attempt to combine the genes in weighted logistic regression models suggested that combination approaches should have modest expectations [7]. Advanced machine learning models that include model selection and feature ranking have been recently used to improve genetic prediction in other diseases [8–10]. Similar approaches have yet to be used for type 1 diabetes.

In this study, we applied multivariable logistic regression and Bayesian feature selection for 41 genetic susceptibility markers on data from the Type 1 Diabetes Genetics Consortium (T1DGC) containing over 4,500 cases and over 1,000 controls [11]. We used the T1DGC dataset to train our models and identify weighted single-nucleotide polymorphism (SNP) combinations affecting the development of type 1 diabetes. We quantified how well the models could generalise to unseen datasets by testing their performance on an independent validation set, subsequently assessed their predictive power for screening in families and performed simulated projections of risk for the general population.

Methods

Study population Data from 4,574 people with type 1 diabetes and from 1,207 non-related control persons from the T1DGC dataset were used for analysis [11]. Results were validated in a second set from Germany [12–14].

T1DGC set The T1DGC study protocol has been described in detail previously [11]. For the present analysis, we used data from the T1DGC.2011.03 Taqman dataset consisting of individuals from multiple populations. Only people with European ancestry were included in the analyses. The mean age of diabetes onset was 7.9 years (SD 3.9, Table 1). Control persons had no family history of type 1 diabetes [11].

German validation set The German validation set consisted of parents from the BABYDIAB study, including 437 individuals with type 1 diabetes and 423 non-related spouses as controls, and 328 children and adolescents with newly diagnosed type 1 diabetes from the DiMelli Bavarian diabetes register [12–14]. The mean age at diabetes onset was 14.2 years (SD 7.6, Table 1).

BABYDIAB/BABYDIET cohort The BABYDIAB and BABYDIET studies prospectively follow infants for islet autoimmunity and type 1 diabetes [14, 15]. Between 1989 and 2000, BABYDIAB recruited 1,650 offspring of patients from Germany who had type 1 diabetes [14]. Between 2000 and 2006, 792 offspring or siblings of patients from Germany who had type 1 diabetes were enrolled in the BABYDIET study. Islet autoantibodies were measured in samples taken at visits at age 9 months and 2 years and every 3 years thereafter, and every 6 months in children who were once tested positive for any of the islet autoantibodies. A subgroup of 150 children participated in the BABYDIET gluten intervention study and had 3-monthly follow-up visits from age 3 months to 3 years, and yearly thereafter [15]. The studies were approved by the ethical committees of Bavaria, Germany (Bayerische Landesärztekammer No. 95357) and the Ludwig Maximilian University (No. 329/00). Informed, written consent was obtained from all parents. The studies were carried out in accordance with the Declaration of Helsinki, as revised in 2000.

Genotyping Typing for HLA class II alleles at HLA-DRB1, HLA-DQA1 and HLA-DQB1, performed according to the T1DGC protocol with a sequence-specific oligonucleotide-based linear assay [16], was available for 1,814 individuals from the T1DGC set. For the remainder, the SNPs rs2187668 and rs7454108 were used within the T1DGC set to tag the DR3-DQA1*05:01-DQB1*02:01 (DR3-DQ2) and DR4-DQA1*03:01-DQB1*03:02 (DR4-DQ8). HLA class II alleles HLA-DRB1, HLA-DQA1 and HLA-DQB1 within the validation set were determined using PCR-amplified DNA and non-radioactive sequence-specific oligonucleotide probes [11]. Genotyping of 40 non-HLA SNPs (electronic supplementary material [ESM] Table 1) within the T1DGC set was performed in the Taqman Laboratory, Cambridge, UK using TaqMan 5' nuclease assay (Applied Biosystems, Warrington, UK). Genotyping of 40 non-HLA SNPs within the validation set was performed using TaqMan Open Array SNP Genotyping (Applied Biosystems).
**Table 1** Characteristics of the study sets

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>T1DGC set</th>
<th>German validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients (n=4,574)</td>
<td>Controls (n=1,207)</td>
</tr>
<tr>
<td>Diagnosis age, years (mean±SD)</td>
<td>7.9±3.9</td>
<td></td>
</tr>
<tr>
<td>Men, n (%)</td>
<td>2,407 (52.6)</td>
<td>549 (45.5)</td>
</tr>
<tr>
<td>Type 1 diabetes relative, n (%)</td>
<td>108 (14)</td>
<td>11 (2.6)</td>
</tr>
</tbody>
</table>

HLA risk genotypes were categorised as $6=DR3/DR4/DQ8; 5=DR4-DQ8/DR4-DQ8; 4=DR3/DR3; 3=DR4-DQ8/x; 2=DR3/DRx; 1=DRx/DRx$ (where $x$ represents the non-$DR3$ and non-$DR4$-$DQ8$ alleles). For other SNPs, a score of 2 was given to persons homozygous for the susceptibility allele, 1 when heterozygous and 0 when homozygous for the non-susceptibility allele.

**Statistical analyses** A multivariable logistic regression with SNPs as independent variables and type 1 diabetes as the dependent variable was performed. Log odds ratios $\beta_i$ were derived from the regression model

$$\text{logit}(p) = \log_e \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 s_1 + \beta_2 s_2 + \ldots + \beta_n s_n$$

with $p = P(D = 1|s_1, \ldots, s_n)$ the probability of developing diabetes, $\beta_0$ the intercept (baseline diabetes risk), $s_i$ state of SNP $i$ (0, 1 or 2), $\beta_i$ the log odds ratio of SNP and $n$ the number of SNPs. The risk score $p$ corresponds to the risk of each individual for developing diabetes according to the model. The log odds ratios can be regarded as weights (i.e. the higher the log odds, the more the SNP contributes to the risk score used for diabetes prediction). HLA was categorised into five variables $(DR3/DR4-DQ8, DR4-DQ8/DR4-DQ8, DR3/DR3, DR4-DQ8/x, DR3/DRx)$, according to the above-mentioned six categories, where each variable contains a 1/0 indicator as to whether an individual belongs to that class. The sixth class is implicitly accounted for when all other five HLA indicators are zero. The multivariable logistic regression provides the contribution of the single SNPs to the total model and in this way differs from analyses of individual SNPs. Regression analysis was performed using the ‘glm’ function implemented in the R computing environment 3.0.2 (http://r-project.org).

To test for interaction effects, two complementary approaches were used. First, second-order interaction terms between all pairs of SNPs were introduced, resulting in the extended regression model

$$\text{logit}(D) = \beta_0 + \beta_1 s_1 + \ldots + \beta_n s_n + \beta_{12} s_1 s_2 + \beta_{13} s_1 s_3 + \ldots + \beta_{ij} s_i s_j + \beta_{23} s_2 s_3 + \ldots$$

Since this model contains too many parameters for the study training dataset, second-order interaction terms, $\beta_{ij}$, were selected using forward model selection [17]. Second, support vector machines (SVM) with radial basis function (RBF) kernels and a Random Forest classifier [18, 19] were used as implemented in the R CRAN packages ‘e1071’ and ‘randomForest’, respectively (see also ESM Methods 1 and 2). All 41 features were provided to the classifiers, and the type 1 diabetes outcome was used as the outcome to be learned. Both classifiers are able to capture non-linearity and thus inherently account for interaction effects. Model quality was assessed using receiver operating characteristic (ROC) analysis [20]. To this end, all possible values of the risk score $p$ were considered as thresholds to compute the sensitivity and specificity. The ROC AUC was derived as follows: (1) for the training dataset; (2) using tenfold cross-validation and (3) for a validation set. For cross-validation [21], the dataset was subdivided into ten fixed stratified folds (i.e. each fold contained the same ratio of cases and controls as the original dataset) and the average AUC over the ten folds was computed.

The increase in predictive power by adding minor susceptibility SNPs was computed using the integrated discrimination index (IDI) according to Pencina et al [22]. The IDI describes the difference between increase of average sensitivity and decrease of average specificity of the model. Model calibration was assessed using calibration plots as implemented in the ‘predictABEL’ R package.

Cumulative risk of multiple islet autoantibodies and/or type 1 diabetes development was estimated by Kaplan–Meier analysis. The $p$ values were calculated by a logrank test. Follow-up was calculated from birth to the age when multiple islet autoantibodies developed or the age of type 1 diabetes diagnosis, or to the last contact.

**Model selection and feature ranking**

A Bayesian model selection algorithm to explore the model space spanned by all possible combinations of SNPs was used [9, 10]. Since the model space is prohibitively large (around $10^{12}$ potential models), efficient sampling based on reversible-jump Markov Chain Monte Carlo (rjMCMC) was used [9], an approach related to Bayesian penalised regression models [23]. This algorithm allows analysis of trans-dimensional models by randomly selecting a variable and then proposing...
either addition or deletion from the model. This results in calculations of a posterior probability for each model to be the best model (ESM Methods 3).

Based on results from the rjMCMC, marginal probabilities were computed for each SNP. These marginal probabilities were then used to generate a feature ranking. An alternative feature ranking based on the log odds from the full multivariable logistic regression was generated. Moreover, we generated 500 random rankings for comparison, where a randomised order of SNPs was used instead of ranking them by a statistical approach. For all rankings, the predictors were then used in a multivariable logistic regression model, where the predictive power of the model was assessed using ROC analysis in a tenfold cross-validation.

Results

Prediction of type 1 diabetes using HLA class II genotypes and minor susceptibility genes Building a multivariable logistic regression model that included HLA risk stratification into six categories without additional susceptibility SNPs yielded a ROC AUC of 0.82 (95% CI 0.80, 0.83) in the T1DGC set, a tenfold cross-validation AUC of 0.81 (95% CI 0.79, 0.82) and an AUC of 0.78 (95% CI 0.75, 0.80) in the validation set (Table 2, Fig. 1a). Higher discrimination was achieved when SNP genotyping of the 40 minor susceptibility genes was added to the HLA risk model, with an AUC of 0.87 (95% CI 0.86, 0.88) in the T1DGC set, an AUC of 0.87 (95% CI 0.85, 0.88) in the tenfold cross-validation and an AUC of 0.84 (95% CI 0.81, 0.86) in the validation set (Table 2, Fig. 1a). The IDI for the increase in prediction accuracy from the HLA-only model to the model including all SNPs was 0.0986 ($p=3.1 \times 10^{-25}$). All models showed good calibration properties (ESM Methods 4). Log odds ratios for each SNP in the multiple logistic regression model are displayed in Fig. 1b, and the genetic risk score distributions in patients and control sets are visualised in Fig. 2.

To account for possible interaction effects between variables, we constructed extended logistic regression models with second-order interaction terms between all pairs of SNPs as well as logistic regression models with interaction terms between HLA and non-HLA SNPs. Moreover, we applied a support vector machine classifier with RBF kernel and a Random Forest classifier, which are predictive models inherently considering interactions between variables. We did not observe any improvement in AUC over the logistic regression model (test AUC 0.74 for logistic regression with SNP–SNP interaction terms, 0.83 for logistic regression with SNP–HLA interaction, 0.75 for the SVM, 0.82 for random forests) compared with the reference AUC value of 0.84 from standard logistic regression. This indicated that interaction effects for the genetic factors analysed did not play sufficient a role to be considered in prediction models.

Selection of a reduced set of SNPs with comparable prediction quality We investigated whether a smaller set of SNPs could achieve similar discrimination to that provided by the full 41 features using a model-selection and feature-ranking method based on rjMCMC sampling. This stochastic method explores all potential logistic regression models (i.e. all combinations of SNPs). Figure 3 illustrates the selection results, showing both gene combinations and model probabilities, and also which combinations of SNPs should be selected for discrimination. SNP combinations (models) ranked highest contained similar sets of only a few SNPs. For example, the top ten models included HLA, a core set of seven SNPs from PTPN22, INS, IL2RA, ERBB3, ORMDL3, BACH2 and IL27 genes and between one and five additional SNPs. This indicated that HLA and the core set of seven SNPs were essential for a good performance, while the performance could be improved by adding interchangeable SNPs from a larger pool of additional SNPs.

To select an optimal number of SNPs to be used, we derived a feature ranking based on the marginal inclusion probabilities of each SNP. Ranking the features either by the rjMCMC model selection approach or by log odds (high to low) from the multivariable logistic regression model yielded almost identical feature rankings. To further demonstrate the benefit of our variable ranking, we also generated 500 randomised variable orderings (Fig. 4). The plot allowed us to choose a customised trade-off between the number of genes in the model and model performance. For example, if the first ten SNPs were selected (HLA, PTPN22, INS, IL2RA, ERBB3, ORMDL3, BACH2, IL27, GLIS3 and RNLS), the discriminating value was an AUC of 0.86 (95% CI 0.84, 0.88) in the

<table>
<thead>
<tr>
<th>Model</th>
<th>T1DGC set AUC (95% CI)</th>
<th>Tenfold cross-validation AUC (95% CI)</th>
<th>Validation set AUC (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLA-DRB1-DQB1 genotypes(^a)</td>
<td>0.82 (0.80, 0.83)</td>
<td>0.81 (0.79, 0.82)</td>
<td>0.78 (0.75, 0.80)</td>
</tr>
<tr>
<td>HLA-DRB1-DQB1 genotypes(^a) and 40 minor susceptibility SNPs</td>
<td>0.87 (0.86, 0.88)</td>
<td>0.87 (0.85, 0.88)</td>
<td>0.84 (0.81, 0.86)</td>
</tr>
</tbody>
</table>

\(^a\)=HLA-DR3/DR4-DQ8; 5=HLA-DR4-DQ8/DR4-DQ8; 4=HLA-DR3/DR3; 3=HLA-DR4-DQ8/x; 2=HLA-DR3/DRx; 1=HLA-DRx/DRx (where \(x\) represents the non-DR3 and non-DR4-DQ8 alleles)
T1DGC set, 0.86 (95% CI 0.84, 0.88) in the tenfold cross-validation and 0.82 (95% CI 0.79, 0.84) in the validation set. This was only slightly worse than the full model containing all SNPs (0.84; 95% CI 0.81, 0.86 in the validation cohort).

Application of model to screening in families

The performance of the reduced model was assessed in longitudinal data from the German BABYDIAB and BABYDIET studies [14, 15]. Genetic data for the ten SNPs in our reduced model were available for 1,772 children, including 99 who developed multiple islet autoantibodies and/or type 1 diabetes during follow-up. As expected for first-degree relatives of patients, the distribution of risk scores derived from our ten-SNP model in the BABYDIAB and BABYDIET children was slightly shifted away from the distribution in the validation set (p=0.0003, Fig. 5a). The 1,772 children were post hoc stratified into four risk score centiles (<10th centile, 10th to 50th centile, 50th to 90th centile, >90th centile). Markedly increased risk of multiple islet autoantibodies or type 1 diabetes was observed in children with scores above the 90th centile (5 year risk, 18.2%; 95% CI 12.3, 24.1; n=177) as compared with children with intermediate scores in the 50th to 90th centile (3.5%, 95% CI 2.1, 4.9; p<0.05 vs >90th centile; n=708) and 10th to 50th centile (2.5%, 95% CI 1.3, 3.7; p<0.005 vs >90th centile; n=710), or scores below the 10th centile (0%, p<0.005 vs >90th centile; n=177; Fig. 5b). Children with scores above the 90th centile included 39 (40%) of the 99 children who developed multiple islet autoantibodies or diabetes.

We previously showed that HLA DR-DQ genotyping alone can stratify risk of multiple islet autoantibodies and that children with HLA-DR3/DR4-DQ8 or HLA-DR4-DQ8 genotypes had substantially increased risk [24]. We therefore examined whether the ten-SNP score was able to discriminate risk in children who had HLA-DR3/DR4-DQ8 or HLA-DR4-DQ8/DQ4-DQ8 genotypes (Fig. 5c). Of the 153 children with high-risk HLA genotypes, 109 children had a feature model risk score above the 90th centile of all 1,772 BABYDIAB and BABYDIET children. The 5 year risk for multiple islet autoantibodies or type 1 diabetes was 22.7% (95% CI 14.6, 30.8, n=109) in the HLA high-risk children with risk scores >90th centile and 7.4% (95% CI 0.1, 15.6, n=44) in the remaining 44 HLA risk children with risk scores below the 90th centile. Of the 32 HLA high-risk children who developed multiple islet autoantibodies or type 1 diabetes, 29 (91%) had risk scores >90th centile.

Simulated application of model to population screening

We subsequently asked how the genetic selection might perform...
in general population screening using simulated projections of risk. We calculated hypothetical population-based positive predictive values at different specificities, assuming a disease prevalence of 0.5% by the age of 20 years (Table 3). For high sensitivity, the simulated model proposes a threshold that would identify >50% of future cases and would require

![Fig. 3](image) Feature ranking using rjMCMC, showing 285 accepted models from the rjMCMC algorithm. The plot visualises how often and in which combinations discriminative SNP sets are selected. (a) Coloured rectangles indicate that a SNP was included in the respective model. The colour codes refer to the log odds of the SNP in the model. The frequency with which a SNP appears in these models can be interpreted as the importance of the SNP for classification. (b) Posterior probabilities of the models. Note that all models displayed here can be regarded as viable in the model selection process

![Fig. 4](image) Performance evaluation of ranked SNPs. Model performance for cumulative SNPs included in the model is shown, illustrating the trade-off between the number of genes in a model and model performance. The order of the SNPs corresponds to the rjMCMC-based feature ranking, wherein SNPs are included in a cumulative fashion from left to right, starting with HLA category 6. Cross-validation performance (dashed line) as well as performance in the validation set (dotted line) are shown, together with a performance curve for multiple rounds of feature inclusion at random (no feature ranking, solid line; error bars indicate SDs over 500 randomisations)
selection of 10% of the population; these children will have an estimated 2.6% risk for type 1 diabetes. For high specificity, selection of children with up to 20% risk might be achieved using a threshold that selected 0.5% of the population and identifies 24.1% of cases (e.g. for 99.5% specificity; Table 3). Using the latter example, if 200,000 children were screened, of whom 1,000 (0.5%) are expected to develop diabetes, we would select 1,236 with a risk score >0.97. Of these 1,236 children, 241 are simulated to develop type 1 diabetes before age 20 years. In comparison, the highest HLA risk genotype (DR3/DR4-DQ8) alone is simulated to have a specificity of 98.8% (2,672 selected) and a risk of 10.7% (284 developing diabetes; Table 3).

**Discussion**

The use of weighted models incorporating genotype information for HLA class II genes and SNPs from 40 minor susceptibility genes provided a relatively high discrimination for type 1 diabetes. Although HLA genes provided the major contribution to prediction, the addition of SNP genotypes from minor genes significantly improved prediction models. There was no further improvement observed by considering interactions between the 41 genetic markers. Feature selection identified HLA plus seven SNPs from the PTPN22, INS, IL2RA, ERBB3, ORMDL3, BACH2, IL27, GLI3, RNLS) in children from the BABYDIAB and BABYDIET studies. (b) Cumulative risk for the development of multiple islet autoantibodies or diabetes based on the risk score derived from the top-ten-SNP set. The number of children still followed in each of the categories (black solid line, above the 90th centile; dashed line, 50th to 90th centile; dotted line, 10th to 50th centile; grey solid line, below the 10th centile) is shown, \( p < 0.001 \) overall. (c) Cumulative risk for the development of multiple islet autoantibodies or diabetes in children from the BABYDIAB and BABYDIET studies with HLA-DR3/DR4-DQ8 or HLA-DR4-DQ8/DR4-DQ8 genotypes based on the risk score derived from the ten-SNP set, \( p = 0.007 \). The number of children still followed in both categories (black solid line, above the 90th centile; dashed line, below the 90th centile) is shown.
without allowing different weights for the SNPs. Finally, it is theoretically possible that more SNPs could improve our model if a larger dataset was used.

A potential limitation of our study is that the analysis was performed on cross-sectional data rather than on a prospective dataset. Application to the BABYDIAB and BABYDIET cohorts provided some appreciation of how the model could perform in a prospectively followed population. If selection into the BABDIET study had been based on a ten-SNP risk score that identified the upper 10th centile of the children screened, we would have enrolled 130 children, 21 of whom developed diabetes during follow-up. In comparison, the actual selection that was based on HLA typing alone identified 169 children, of whom 12 developed diabetes. This example is limited to children who have both a family history and high genetic risk score. Familial cases may be enriched for unusual cases such as those associated with rare variants. Thus, it will be important that the model is properly validated in prospective studies within the general population where absolute risk is substantially lower than in relatives. It is also likely that the models we have identified are not optimised for all ethnic and regional groups [25].

Our analysis has relevance to ongoing and future natural history and prevention studies performed in children who are genetically at risk for type 1 diabetes [26–28]. Selection is currently based on type 1 diabetes family history and/or HLA risk genotypes. We simulated a broader application of a weighted model for the set of ten genetic markers identified in the present study to general population screening. In the simulated example, we could select children with around 20% risk, and include nearly a quarter of future cases when thresholds were set to select 0.5% of the general population (Table 3). Typing could be achieved with two or three SNPs from the HLA region as recently shown [29, 30] and the nine SNPs from the additional genes. True performance will require actual validation, but screening based on these ten genetic markers may provide a more efficient selection of risk children than screening with HLA alone.

In conclusion, we were able to improve prediction for type 1 diabetes by multiple logistic regression and feature ranking analysis methods on large susceptibility SNP sets. We suggest that these approaches and weighted SNP genotype models similar to those that we have identified could be used for selection of cohorts of at-risk children in natural history and appropriately safe prevention studies.
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**Table 3** Performance of our ten genetic marker model in general population screening

<table>
<thead>
<tr>
<th>Specificity in validation set⁴</th>
<th>Risk score p value</th>
<th>Sensitivity in validation set (%)⁵</th>
<th>Disease probability given positive test (%)⁶</th>
</tr>
</thead>
<tbody>
<tr>
<td>99.5%</td>
<td>0.97</td>
<td>24.1</td>
<td>19.5</td>
</tr>
<tr>
<td>99%</td>
<td>0.96</td>
<td>27.3</td>
<td>12.1</td>
</tr>
<tr>
<td>97.5%</td>
<td>0.95</td>
<td>33.4</td>
<td>6.3</td>
</tr>
<tr>
<td>95%</td>
<td>0.92</td>
<td>42.6</td>
<td>4.1</td>
</tr>
<tr>
<td>90%</td>
<td>0.87</td>
<td>53.7</td>
<td>2.6</td>
</tr>
<tr>
<td>Max. specificity for HLA alone 98.8%⁷</td>
<td></td>
<td>28.4</td>
<td>10.7</td>
</tr>
</tbody>
</table>

⁴ 100 – specificity is the approximate prevalence expected in the general population

⁵ Proportion of patients with type 1 diabetes that would be identified

⁶ Probability of developing type 1 diabetes given positive test result, based on the respective sensitivity and specificity in the general population with 0.5% disease prevalence

⁷ Highest HLA risk genotype
Contribution statement  CW acquired and reviewed the data, undertook statistical analysis and interpretation of the results and drafted the manuscript. JK, FB, CA undertook statistical analysis and interpretation of the results and contributed to the writing of the manuscript. EZG contributed to acquisition, analysis and interpretation of data and revising the manuscript. FJT and EZG provided input to the statistical analysis and contributed to the writing of the article. EB provided major input to analysis and interpretation of data, and contributed to the writing of the manuscript. AGZ designed the study, is principal investigator of the BABYDIAB study, provided input to the analysis and contributed to the writing of the manuscript. All listed authors approved the final version of the manuscript. AGZ takes responsibility for the integrity of the work as a whole.

References